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Abstract

This work reviews a well-known methodology for batch distillation modeling, estimation, and optimization

but adds a new case study with experimental validation. Use of nonlinear statistics and a sensitivity analysis

provides valuable insight for model validation and optimization verification for batch columns. The appli-

cation is a simple, batch column with a binary methanol-ethanol mixture. Dynamic parameter estimation

with an `1-norm error, nonlinear confidence intervals, ranking of observable parameters, and efficient sensi-

tivity analysis are used to refine the model and find the best parameter estimates for dynamic optimization

implementation. The statistical and sensitivity analyses indicated there are only a subset of parameters that

are observable. For the batch column, the optimized production rate increases by 14% while maintaining

product purity requirements.

Keywords: Dynamic Parameter Estimation, Nonlinear Statistics, Experimental Validation, Batch

Distillation, Dynamic Optimization

1. Introduction1

There are approximately 40,000 distillation columns in the US that are used to separate chemical com-2

pounds based on vapor pressure differences in industries ranging from oil and gas to pharmaceuticals. These3

separation columns consume 6% of the yearly US energy demand [1]. While many of the large production4

facilities use continuous processes, specialty and smaller-use items are often processed in batch columns5

[2, 3, 4]. Continuous distillation columns have been the focus of optimization work since the first column6

was built, but the transient nature of batch columns has caused many to remain unoptimized. The transient7

nature of the market for these specialty items has further hindered the optimization of batch columns [3].8

As a result, little research on batch column optimization is available in the literature before 1980 [5, 6, 7, 8].9

Work on batch columns has increased in the last 30 years as computers have become more sophisticated,10

and several studies have considered both advanced solving techniques and advanced column configurations11

[9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23]. Terwiesch, et al. [24] and Kim and Diwekar [25] provide12

a detailed history of the subject and a description of current batch distillation modeling and optimization13

methods.14
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The optimization of the batch columns can be subdivided into optimal design problems and optimal15

control problems. Optimal design problems generally deal with column configuration, while optimal control16

problems deal with column operation. These ideas are summarized well in separations textbooks such as17

Diwekar [10], Stichlmair and Fair [26] and Doherty and Malone [27] and will therefore not be discussed18

further here. Research studies on this subject follow the same general outline as presented in the textbooks19

[3, 28]. The models developed for batch column optimization generally fall into two categories: first-principles20

models and shortcut or simple models.21

First-principles models are those with governing mass and energy balance equations, detailed thermo-22

dynamics, tray dynamics, system non-idealities and variable flow rates [29, 30, 31, 32]. These models are23

theoretically more accurate than shortcut methods, but they are only as accurate as the thermodynamic and24

physical property models they use [3]. The use of these models has been limited due to high computational25

costs. Several studies have been conducted using first-principles models and advanced solving techniques26

to reduce computational cost [33, 34, 35, 36, 37, 38, 39]. While these models accomplish the goal of re-27

ducing computational load, they are generally still slower than shortcut models. In addition, the lack of28

experimental data for batch columns makes it difficult to determine how much accuracy is lost when going29

from first-principles to lower-order (first-principles model with advanced or simplified numerical methods)30

to shortcut models [40].31

The second class of models, shortcut models, has received far greater attention. These models contain less32

physics and are generally used for ballpark estimates and comparative studies. A typical set of assumptions33

for these models is as follows: constant boil-up rate, no external heat loss, ideal stages, constant relative34

volatility, constant molar overflow, total condenser without subcooling and no column holdup [41, 42, 28,35

43, 31]. More recent shortcut models have kept most of the same assumptions while accounting for column36

dynamics using a non-zero column holdup [40, 36]. The primary purpose of these models is to create an37

accurate, computationally fast simulation for use in design and control of batch columns. While these models38

achieve the reduction in computational load, the lack of experimental data makes it difficult to determine39

the accuracy of these models [40]. The assumptions made in these models limit their use to ideal systems.40

The gap between first-principles models and shortcut models is large. First-principles models can provide41

predictions for many systems but require thermodynamic and physical property models as inputs, while the42

assumptions in shortcut models make them applicable only to a small class of relatively ideal systems. In this43

work, a method is proposed for developing shortcut models with relaxed assumptions. The method is based44

on fitting parameters in place of simplifying assumptions to include system non-idealities without solving the45

first-principles equations. Solving for the fitting parameters requires extensive experimental data whereas46

first-principles models typically need less data, being based on fundamental correlations. Dynamic parameter47

estimation can be used to reduce the experimental load. The case study presented in this work required only48

one experiment to determine model parameters. As with any model containing fitting parameters, there49

is concern over the accuracy of the parameters. By using nonlinear statistics [44] and a model sensitivity50
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Figure 1: Overview of methodology for batch column optimization with novel contributions underlined

analysis [45], it is possible to determine how many parameters can be estimated from the collected data and51

the acceptable range for those parameters. These steps are shown in Figure 1 and form the heart of the52

method. Underlined elements of the methodology indicate the new approach to batch separation systems.53

The well-known methodology shown in Figure 1 is applied to an experimental case study. The method-54

ology includes the use of `1-norm dynamic parameter estimation, nonlinear statistics [44, 46], and a model55

parameter sensitivity analysis [45]. These techniques are applied together to a batch distillation column56

in a holistic approach to dynamic optimization. Models developed using this method account for system57

non-idealities not seen in typical shortcut models without sacrificing computational speed.58

2. Model Development Framework59

In this section, the general equations used to represent the process model, parameter estimation, nonlinear60

statistics and sensitivity analysis, or process optimization are reviewed.61
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2.1. General Process Model62

In this work, a process model is developed to represent the batch relationship between adjustable process

values and the production amount or product specification outcomes. The general model formulation used

for batch system modeling is shown by Eq. (1).

0 = f(
δx

δt
, x, y, θ, d, u) (1a)

0 = g(x, y, θ, d, u) (1b)

0 ≤ h(x, y, θ, d, u) (1c)

where x is a vector of state variables, y is a vector of measured or optimized states (outputs), p is a set of63

parameters, d is a time-varying trajectory of disturbance values, and u is a set of control moves. Residuals,64

output functions, and inequality constraints are represented by f , g, and h, respectively, with an objective65

function J . Continuous, binary, or integer variables can be used. Both algebraic and differential equations66

can be used in the general form of Eq. (1) [47, 48, 49, 50]. In the case of estimation, the objective function67

J is a minimization of model outputs y from measured values as minx,y,θ J (x, y, θ). In the case of product68

optimization, the objective function is typically tied to maximizing economics or production targets while69

satisfying safety or operational constraints as minx,y,u J (x, y, u). This general formulation does not imply70

that estimation and optimization are solved in a single problem but that both are derived from a common71

model and nonlinear programming formulation. These sets of equations, along with the equations described72

in Section 3.2, are implemented in the APMonitor Modeling Language [51, 52, 53].73

2.2. Parameter Estimation74

Using the `1-norm of Eq. 2 allows for dead-band (δ) noise rejection and the additional objective expres-75

sions only add linear equations to the problem.76

Ψ = min
θ,x,y

wTx (eU + eL) + wTp (cU + cL) + ∆θT c∆θ (2a)

s.t. 0 = f(
δx

δt
, x, y, θ, d, u) (2b)

0 = g(x, y, θ, d, u) (2c)

0 ≤ h(x, y, θ, d, u) (2d)

eU ≥ (y − z +
δ

2
) (2e)

eL ≥ (z − y − δ

2
) (2f)

cU ≥ (y − ȳ) (2g)

cL ≥ (ȳ − y) (2h)

0 ≤ eU , eL, cU , cL (2i)
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Table 1: Nomenclature for general form of the objective function with `1-norm formulation for dynamic data reconciliation

Symbol Description

Ψ minimized objective function result

y model outputs (y0, . . . , yn)T

z measurements (z0, . . . , zn)T

ȳ prior model outputs (ȳ0, . . . , ȳn)T

wTx measurement deviation penalty

wTp penalty from the prior solution

c∆θ penalty from the prior parameter values

δ dead-band for noise rejection

x, u, θ, d states (x), inputs (u), parameters (θ), or unmeasured dis-

turbances (d)

∆θT change in parameters

f, g, h equations residuals (f), output function (g), and inequality

constraints (h)

eU , eL slack variable above and below the measurement dead-

band

cU , cL slack variable above and below a previous model value

The nomenclature for Eq. 2 is found in Table 1.77

Many approaches can be used to find the parameters, two of which are least squares formulation and78

`1-norm formulation for the objective function. The least squares objective is more sensitive to bad data such79

as outliers as shown later in Figure 5. The `1-norm method is less sensitive to outliers and the form of the80

objective function used in this `1-norm formulation is smooth and continuously differentiable as opposed to81

using the absolute value function. A more thorough comparison of the `1-norm and least squares is provided82

in [54].83

2.3. Confidence Intervals and Sensitivity Analysis84

Reliability of the parameters is investigated by implementing an approximate nonlinear confidence interval85

calculation [44]. Non-linear confidence intervals can be found by solving Eq. 3 for the sets of parameters86

that make up the joint confidence region [55], then extracting the upper and lower bounds of that region in87

each dimension.88

J(θ)− J(θ∗)

J(θ∗)
≤ p

n− p
Fn,n−p,1−α (3)

In Eq. 3, J(θ) is the error between the measurements and the model prediction at a value θ of the89

parameters, J(θ∗) is the error between the measurements and the model prediction at the best estimates90
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of the parameters (θ∗), p is the number of parameters in the model, n is the number of data points, and91

Fn,n−p,1−α is the F-statistic at n and n− p degrees of freedom with a confidence level of 1−α. The squared92

error objective is the only form of the nonlinear confidence interval that has a theoretical foundation. This93

is because the F-statistic used to define the confidence region is a ratio of χ2 distributions that compares the94

equivalence of two sets of experimental results. The χ2 distributions are intended for least square objectives95

instead of `1-norm objectives. According to the authors’ knowledge, an equivalent F-statistic for nonlinear96

confidence intervals and the `1-norm has not been derived. A nonlinear confidence interval for `1-norm97

objectives based on the F-statistic is future work.98

It is also desirable to determine the number of parameters that can be estimated or are observable given99

a particular model form and set of data. Large confidence intervals signal that a particular parameter may100

not be observable or that the effect of that parameter may be co-linearly dependent with other parameters.101

A well-known systematic analysis is used to determine which parameters can be estimated and rank the102

parameters in terms of the ability of a particular parameter to improve a particular model estimate [45, 56].103

This procedure is accomplished in 3 steps: (1) efficient computation of the sensitivities, (2) scaling of the104

dynamic parameter sensitivities, and (3) singular value decomposition of the scaled sensitivity matrix to105

reveal an optimal parameter space transformation.106

The first step in performing the parameter analysis is to compute the state dependencies to changes in107

the parameters. This can be accomplished with a variety of methods. One such method is to compute a finite108

difference sensitivity of the parameters with a series of perturbed simulations [57, 58]. A second method109

is to augment the model with adjoint equations that compute sensitivities simultaneously with the model110

predictions [59]. A third method is a post-processing method with time-discretized solutions to differential111

equation models [60, 61, 62]. This post-processing method involves efficient solutions to a linear system of112

equations, especially over other methods for large-scale and sparse systems [63].113

The sensitivity is computed from time-discretized models that are solved by nonlinear programming

solvers. At the solution, exact first derivatives of the equations with respect to variables are available

through automatic differentiation. These derivatives are available with respect to the states (∇fx(x, θ)) and

parameters (∇fp(x, θ)). For the objective function, objective gradients are computed with respect to states

(∇Jx(x, θ)) and parameters (∇Jθ(x, θ)). Sparsity in those matrices is exploited to improve computational

performance, especially for large-scale systems. Sensitivities are computed by solving a set of linear equations

as shown in Eq. 4 with parameter values fixed at θ̄ and variable solution x̄ as nominal values.
∇xf(x̄, θ̄) ∇θf(x̄, θ̄) 0

∇xJ(x, θ) ∇θJ(x, θ) −1

0 I 0



∇θx

∇θθ

∇θJ(θ̄)

 =


0

∆θi = 1

0

 (4)

To further improve the efficiency of this implementation, an LU factorization of the left hand side (LHS)114

mass matrix is computed. This LU factorization is preserved for successive solutions of the different right115

hand side (RHS) vectors because the LHS does not change and successive sparse back-solves are computa-116
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tionally efficient in comparison with the LU factorization. Each matrix inversion computes the sensitivity117

of the states to a particular parameter. Each parameter is successively set equal to a change of ∆θi = 1.118

All other elements of the vector on the RHS are set to 0. The solution to this matrix inversion computes119

the sensitivity of all variables in the time horizon with respect to a particular parameter S = (∇θx). It also120

computes the sensitivity of the objective function with respect to the parameters
(
∇θJ(θ̄)

)
.121

To summarize the sensitivity analysis, an efficient method is presented to compute sensitivities as a post122

processing step that is efficient even for large-scale and sparse systems. The sensitivity matrix is decomposed123

into singular values and eigenvectors that give the relative magnitude and linear combination of parameters124

that are orthogonal. In this study, the transformed parameters are not estimated directly but instead used125

as an advisory tool to determine which parameters and how many can be estimated.126

2.4. Control Optimization and Implementation127

Similar to the parameter estimation developed in section 2.2, many approaches could be used in control128

and optimization of the dynamic systems. The form of the objective function used in this work is related to129

a nonlinear dynamic optimization with `1-norm formulation. In comparison to the common squared error130

norm, `1-norm is advantageous as it allows for a dead-band and permits explicit prioritization of control131

objectives. The form of the objective function with `1-norm formulation is shown in Eq. 5 [54, 64]. The132

nomenclature for Eq. 5 is found in Table 2.133

Ψ = min
u,x,y

wTh eh + wTl el + yTm cy + uT cu + ∆uT c∆u (5a)

s.t. 0 = f(ẋ, x, u, d) (5b)

0 = g(y, x, u, d) (5c)

0 ≤ h(x, u, d) (5d)

τc
δzt,h
δt

+ zt,h = SPh (5e)

τc
δzt,l
δt

+ zt,l = SPl (5f)

eh ≥ (y − zt,h) (5g)

el ≥ (zt,l − y) (5h)
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Table 2: Nomenclature for general form of the objective function with `1-norm formulation

Symbol Description

Ψ minimized objective function result

y model outputs (y0, . . . , yn)T

zt, zt,h, zt,l desired trajectory target or dead-band

wh, wl penalty factors outside trajectory dead-band

cy, cu, c∆u cost of variables y, u, and ∆u, respectively

u, x, d inputs (u), states(x), and parameters or disturbances(d)

f, g, h equation residuals(f), output function (g), and inequality

constraints (h)

τc time constant of desired controlled variable response

el, eh slack variable below or above the trajectory dead-band

SP, SPlo, SPhi target, lower, and upper bounds to final set point dead-

band

3. Dynamic Estimation and Optimization for a Batch Distillation Column134

This established methodology is demonstrated for the first time on a binary batch distillation column.135

While the methods are not new, the application to this specific column is novel and gives experimental136

insight on issues encountered when applying dynamic optimization on applications that share common137

features. This section is subdivided into a brief discussion of the apparatus and experimental procedure,138

parameter estimation and validation, and model optimization and validation.139

3.1. Apparatus and Experimental Procedure140

A 38 tray, 2 inch, vacuum-jacketed and silvered Oldershaw column is used to collect all experimental data141

(see Figure 2). Cooling water supplies the energy sink for the total condenser at the top of the column. A142

600 W reboiler heater is the only source of energy input. Reflux ratio is set using a swinging bucket and can143

be changed as frequently as every 5 minutes. The instantaneous distillate composition is determined using144

the refractive index of the solution and the total distillate collected is determined via a graduated cylinder.145

Cumulative distillate composition can be measured and inferred using the instantaneous compositions and146

a mass balance. The instantaneous distillate composition can be measured every 5 minutes. The reboiler147

is initially charged with 1.5 L of a 50/50 wt% mixture of methanol and ethanol for each run, with the goal148

being a product of 99 mol% methanol.149

The non-optimized base case experiment consists of running the column at total reflux for 30 minutes,150

then setting the reflux ratio to a constant value, usually somewhere between 3 and 5, and letting the column151

run until the cumulative overhead composition reaches 99 mol% methanol. The collection time usually lasts152

60 to 90 minutes, depending on the reflux ratio. The instantaneous and cumulative compositions for a typical153
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Figure 2: Apparatus used for the experiments
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run, as well as the amount of product collected, can be seen in Figures (3a) and (3b), respectively. In this154

case, running the column at total reflux for 30 minutes, then using a constant reflux ratio of 4 for the next155

90 minutes resulted in 13.7 moles of 99 mol% methanol.156
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Figure 3: Non-optimized base case where the final required purity (> 99 mol% ethanol) is not met

3.2. Equations for the Simplified Process Model157

Distillation is an inherently complex process involving mass and energy transfer, thermodynamics, and158

often reaction kinetics. Models that describe these phenomena do not have to be complex, however. The159

model developed here is used to describe the separation of a 50/50 wt% mixture of methanol and ethanol,160

and is simple by design to illustrate this point.161

The VLE model used here is found in the CHEMCAD database [65] and is shown in Eq. 6:

y∗n = −2.016x4
n + 0.6861x3

n − 1.206x2
n + 1.721xn + 0.0003984 (6)

where xn is the liquid mole fraction of methanol and y∗n is the vapor mole fraction of methanol in equilibrium

with the liquid. The subscript n denotes the stage for which the mole fraction is being calculated. An

adjustment to the equilibrium vapor mole fraction is used because equilibrium is not often achieved during

column operation. This adjustment is in the form of a Murphree efficiency and is shown in Eq. 7:

yn = yn+1 − EMV (yn+1 − y∗n) (7)

where yn is the actual mole fraction and EMV is the efficiency. The efficiency is a fitting parameter used to162

account for system non-idealities and is found using the data collected as part of this work.163

The liquid mole fraction for each stage is found by performing a material balance at each stage, n, as164

shown by Eq. 8 where V is the vapor flow through the column, L is the liquid return flow, and Ntray is the165

number of moles of liquid on the stage. The number of moles and the composition in the reboiler (Nreb and166

xreb) change with time and are represented by Eqs. 9 - 10. The number of moles in the condenser (Ncond)167

is assumed constant while the composition of the condenser (xcond) varies throughout the run (see Eq. 11).168

Variation of the number of moles and composition of the product with time are represented by Eqs. 12 and169
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13. The liquid holdup for the condenser and trays are also design variables and are described in Eqs. 14 and170

15, where ftray and fcond are the fitting parameters representing the fraction of the initial reboiler charge171

on each tray and in the condenser, respectively. The tray holdup is assumed constant across all stages. The172

stages are numbered from 1 to 40 with the top being 1 (condenser).173

dxn
dt

=
L(xn−1 − xn)− V (yn − yn+1)

Ntray
(8)

xreb
dNreb
dt

+Nreb
dxreb
dt

= Lx39 − V yreb (9)

dNreb
dt

= L− V (10)

Ncond
dxcond
dt

= V (y2 − xcond) (11)

dnp
dt

= D (12)

xp
dnp
dt

+ np
dxp
dt

= D xcond (13)

Ncond = Nreb.init fcond (14)

Ntray = Nreb.init ftray (15)

The vapor flow rate is found using the energy balance shown in Eq. 16:

V =
hdot hf
Hvap

(16)

where hdot is the heat input from the heater, Hvap is the heat of vaporization for the methanol/ethanol system,

and hf is a fitting parameter representing the heating efficiency. The heat of vaporization is approximated

as a weighted average of the pure component heats of vaporization obtained from the DIPPR Database [66].

The liquid flow rate, the reflux ratio, and the distillate rate are found using an overall mass balance and the

definition of the reflux ratio, shown in Eqs. 17 and 18, respectively:

V = L+D (17)

R =
L

D
(18)

where R is the reflux ratio and D is the distillate rate. Constant molar overflow is assumed throughout the174

model and applies to the equations shown above.175
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3.3. Equations for the Detailed Process Model176

A more detailed (although not completely from first-principles) model [67] with energy balance equations177

validates the simplified model developed in Section 3.2. A similar notation as the simplified model is used178

for the detailed model with a distinction in the stage number in which the material and energy balances are179

developed. Vapor and liquid leaving each stage are noted as Vn and Ln, respectively. The equations used in180

the detailed model are based on the following assumptions:181

• constant molar hold up for the condenser and trays182

• fast heat transfer throughout the column183

• liquid temperature on each tray at the mixture bubble point184

• vapor liquid equilibrium relationships based on temperature dependent vapor pressures185

• pressure drop across each tray is 1 mmHg = ∆P186

• temperature dependent density, heat capacity, vapor pressure, and heat of vaporization187

The overall and component mole balances as well as the energy balance equation for a control volume188

over the condenser and accumulator lead to Eqs. 19 to 22.189

V2 = L1 +D (19)

L1 = R D (20)

Ncond
dxcond

dt
= V2 y2 − (L1 +D) xcond (21)

Qcond = V2 hV2 − (L1 +D) hL1 (22)

A component and overall mole balance over the trays result in Eqs. 23 and 24. Eq. 25 also represents190

an energy balance for each tray in the column.191

Ntray
dxn
dt

= Ln−1 xn−1 − Ln xn + Vn+1 yn+1 − Vn yn (23)

0 = Vn+1 − Vn + Ln−1 − Ln (24)

Vn+1 (hVn+1 − hLn) = Vn (hVn − hLn)− Ln−1 (hLn−1 − hLn) (25)
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A component mole balance and the associated energy balance equation for the reboiler are presented by192

Eqs. 26 and Eq. 27. The reboiler heating rate, Qreb, is 600 W to drive the separation together with the193

cooling of the condenser, Qcond. The overall mole balance for this model is similar to the simplified model194

(Eq. 10).195

xreb
dNreb
dt

+Nreb
dxreb
dt

= L39 x39 − V40 yreb (26)

Qreb hf = V40 (hV40
− hL40

)− L39 (hL39
− hL40

) (27)

Accumulation of product and the change in composition of the product with respect to changes in product196

moles are shown in Eqs. 12 and 13. The enthalpy of mixture for both liquid and gas phases is a mole average197

of the enthalpy of each component. Enthalpy of each component is obtained by integrating the heat capacity198

for liquid and adding the heat of vaporization for vapor. The temperature profile in the column is also a199

function of the equilibrium composition of each stage. The relationship between temperature and liquid200

composition of each stage is based on vapor pressure and the pressure on each tray (Pn) as shown in 28 with201

ns = 2.202

P1 = 0.86 atm (Ambient Pressure in Provo, UT) (28a)

Pn = Pn−1 −∆P (28b)

Pn =

ns∑
i=1

γi xi P
sat
i (Ti) (28c)

The vapor composition at each tray is determined by the vapor liquid equilibrium correlation shown in203

Eq. 29 and is combined with the previous Eq. 7 to relate the equilibrium composition (y∗n) to the actual204

tray composition (yn) based on the Murphree efficiency.205

y∗n Pn = γ xn P
sat
n (Tn) (29)

A full listing of the model equations, data, and Python source code is given in Appendix A. The more206

sophisticated model demonstrates that the simpler and less rigorous model is able to adequately predict the207

batch column performance for the purpose of optimization. The model validation is shown in the subsequent208

section.209

3.4. Model Validation210

Model validation is accomplished through dynamic parameter estimation. The parameter estimation211

experiment was similar to a doublet test, with reflux ratios set to 3.5, 1, 7 and 3.5. The column was allowed212

to come to steady state at infinite reflux before starting data collection; the reflux ratio was adjusted every 15213

minutes thereafter. The parameters found by fitting the model with experimental data are heater efficiency214
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Figure 4: Model validation for initial parameter estimation

(hf ), vaporization efficiency (EMV ), condenser molar holdup as a fraction of initial reboiler charge (fcond),215

and tray molar holdup as a fraction of initial reboiler charge (ftray). The parameter best estimates are216

shown in Table 3.217

Table 3: Confidence interval calculation for the four parameter case

Parameter Best Estimate Upper 95% CI Lower 95% CI

hf 0.719 0.799 0.639

EMV 0.691 2.420 0

fcond 0.029 0.254 0

ftray 5.077e-4 0.142 0

The instantaneous distillate composition from the experimental run and the associated simplified and218

detailed model predictions using optimized parameters are shown in Figure (4a). The maximum error219

between the simplified model predictions and the experimental values is 10%. The maximum error between220

the more detailed model and experimental composition data is 4.8% for the `1-norm objective and 5.3% for221

the squared error objective. Cumulative methanol production is shown in Figure (4b). The error between222

model and prediction is almost non-existent using both an `1-norm or squared error objective. The simplified223

model parameter estimation has 3,510 equations with the squared error objective and 3,780 equations with224

the `1-norm objective and requires less than 10 CPU seconds to solve. The more detailed model parameter225

estimation has 11,644 equations with the squared error objective and 11,972 equations with the `1-norm226

objective and requires 89.4 (`1-norm) and 53.1 (squared error) CPU seconds to solve. All calculations227

are performed on a Intel Core i7-2760QM CPU operating at 2.4 GHz with the APOPT solver. Because the228

simplified model produces similar results to the detailed model and solves sufficiently fast for online real-time229

optimization, it is selected for the batch column optimization.230

If artificial outliers are introduced in both the composition (80 mol% ethanol at t = 10 min and t =231

50 min) and cumulative production (15 moles at t = 30 min and t = 50 min), the squared error predictions232

deviate while the `1-norm estimates do not (see Figure 5).233
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Figure 5: Insensitivity of the `1-norm estimation to outliers compared to the squared error objective

While this particular example did not include significant outliers, many industrial applications of batch234

distillation may have instruments that report values with drift, noise, or outliers [68]. While gross error235

detection can resolve many of these data quality issues, it is also desirable to have estimation methods that236

are less sensitive to bad data as shown in this example.237

3.5. Testing the Reliability of the Estimated Parameters238

Nonlinear confidence intervals are calculated for four potential parameters. Confidence regions are typ-239

ically reported as upper and lower limits on a particular parameter. This work extends the nonlinear con-240

fidence region to multivariate analysis that improve co-linearity assessment for batch distillation processes241

beyond a singular value decomposition or linear analysis. However, a look at the confidence interval for each242

individual parameter is useful to illustrate the procedure for model validation. A wide confidence interval243

suggests that there is insufficient structure in the model (observability) to determine the parameters from244

available measurements. Another insight that is gained from the confidence intervals is a test of the data245

diversity that leads to tight confidence regions. A tighter confidence region implies that a smaller deviation246

of the parameter from an optimal value is not statistically likely given a set of data to which the model247

is reconciled. Table 3 shows the expected value and 95% confidence interval for each parameter. As seen248

in the table, the interval for heater efficiency is narrow and in the range of values expected for a heater.249

The intervals for the other three parameters are large enough to include zero and the interval for vapor250

efficiency includes physically impossible values. Although the fit between model and data is excellent there251

are large parameter confidence intervals. One possible explanation for the large intervals is that the model is252

over-parameterized and thus has too many degrees of freedom. Thus, a sensitivity analysis is implemented253

to investigate the correct parameterization of the model.254

The scaled sensitivity is shown graphically in Figure 6. The sensitivity is scaled by solution values255

as Ŝi,j =
(
∇θjxi

)
θ̄i
x̄i

to show relative effects with a unitless transformation. The scaling is applied with256

parameters θ̄ and variables x̄ at solution values.257
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Figure 6: Scaled variable sensitivities to the parameters

One clear result from this sensitivity study is that the total production (np) is dependent on the heat258

input to the batch column and that other parameters have little effect on the total production. As expected,259

a higher heating rate (hf ) vaporizes additional liquid and increases the flow to the condenser. With a260

specified reflux rate, the total production rate increases proportionally. In other words, a 1% increase in261

heating produces 1% additional product. This scaled sensitivity is shown as a value of 1.0 in the top subplot262

of Figure 6. The sensitivities of instantaneous product composition to the parameters are nearly co-linear as263

seen by the bottom subplot of Figure 6. For example, heater efficiency (hf ) and tray holdup fraction (ftray)264

can be increased and decreased, respectively, to produce nearly the same final answer. Other parameters265

also show a high degree of co-linearity.266

While sensitivity plots such as Figure 6 are instructive, it can be difficult for large-scale systems to detect267

co-linearity or the number and selection of parameters that can be estimated from the data. An alternative268

way to show the same information is to decompose the sensitivity matrix with a singular value decomposition269

to reveal magnitudes of singular values (relative importance of transformed linear combinations of param-270

eters) and eigenvectors (orthogonal vectors for the parameter space transformation). The singular value271

decomposition is applied to the dynamic sensitivity analysis to show that there is one principle parameter272

(hf ) that can be used to match production data (np) as shown in Figure 7.273

In this application, the parameter hf is principally used to match np. For selecting a next parameter,274

ftray or EMV are feasible candidates with similar effect on the model. Estimating a third parameter is275

likely not needed as seen by the magnitude of the singular values. The singular value analysis gives a linear276

combination of the parameters estimated in transformed parameter space as given by the eigenvectors.277
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This analysis is useful even for the non-transformed parameter estimation where the parameter estimates278

have physical meaning and constraints are enforced to reflect physical realism. For example, in the case279

of hf , a value greater than 1.0 is not likely because it represents the fraction of reboiler heater duty that280

enters the liquid. It is expected that some of the heat escapes due to lack of insulation or conduction. In281

transformed space, the physical connection to the parameters is lost.282

As mentioned, ftray and EMV have a similar effect on the model. In this study, EMV is selected as the283

second parameter. It was therefore determined to first solve for all four parameters using `1-norm analysis,284

then fix both holdups and re-solve for the heater efficiency and the vaporization efficiency. The resulting285

confidence region and parameter best estimates are shown in Figure 8.286

With only two parameters, the confidence regions are able to be graphically visualized. Instead of287

confidence intervals with lower and upper bounds, the 95% confidence region is a given by any point within288

the area on the contour plot that falls within the boundary. Both the `1-norm and squared error objectives289

are included in this plot to demonstrate that slightly different optimal solutions and confidence regions are290

reported for differing objectives that align model and measured values. One notable issue is that the objective291

function is relatively insensitive to vapor efficiency (EMV ), especially as the vapor efficiency is above 0.4.292

The 95% confidence region suggests that values between 0.37 and 1.0 are valid parameter estimates for EMV293

and that only one parameter is required for parameter estimation. The objective function is very sensitive to294

heater efficiency (hf ) but not to EMV . One possible explanation for this is that this is a high purity column295

where a difference of 0.01 in the mole fraction is of approximate equal importance to about 1.0 mole of296

production. Although the objective is scaled to account for this discrepancy, parameters such as hf greatly297

influence both the predicted moles produced and the product composition. The additional parameter EMV298

is required to achieve an acceptable fit for product composition although it is less influential than the value299

of hf . The objective function contours confirm the observations from the sensitivity analysis and singular300

value decomposition shown previously in Figures 6 and 7. The fit to the parameter estimation experiment301
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is shown in Figures (9a) and (9b). With the model sufficiently validated, the next step is to optimize the302

column control scheme.303
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Figure 9: Model validation for final parameter estimates
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3.6. Model Optimization and Validation304

The objective in this case study is to maximize the amount of methanol produced in the column during305

a 90 minute run. The non-optimized base case production over a 90 minute run is 9.5 moles of 99.2 mol%306

methanol at a constant reflux ratio of 4 (see Section 3.1). The design variable in this study is reflux ratio,307

with the option to change the reflux ratio every 5 minutes. The control scheme for the optimized run is308

shown in Figure 10; the base case profile is shown for comparison purposes. The optimized reflux ratio309

scheme starts low before increasing in a nominally linear pattern. This is done to take advantage of the310

initially high concentration of methanol in the condenser after the startup period.311
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Figure 10: Reflux ratio for optimized control scheme compared to the non-optimized base case

The cumulative composition and total production are shown in Figure 11a and Figure 11b, respectively,312

with parameter values of hf = 0.8, EMV = 0.37, ftray = 0.0009, and fcond = 0.006. Also shown in the figures313

are the model predictions and the non-optimized base case results. The optimized control scheme resulted314

in 10.8 moles of 99.8 mol% methanol. This change represents a 14% increase in column production over the315

base case. Given the high concentration, it is possible to collect more product throughout the optimized run316

and still meet the purity specification. However, given the error associated with experimental measurements,317

the prediction was left at a slightly conservative estimate to ensure the purity specification was achieved.318

The success of this effort is seen in the fact that the error bars on the optimized composition measurements319

stay above the purity requirement while those for the non-optimized base case do not.320
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Figure 11: Optimized control scheme compared to the non-optimized base case and to the model prediction

Also seen in the figures are the model predictions. The model predicts 9.75 moles of 99.0 mol% methanol321

will be produced during the run. The difference between model prediction and experiment is 10% and 0.8%322

for overall production and product composition, respectively. The agreement between model and experiment323

is excellent and reflects the work done to validate the model.324

4. Conclusions325

Models of batch distillation are typically either first-principles and computationally expensive or simple326

and valid for ideal systems. In this work, a well-known methodology for parameter estimation, uncertainty327

quantification, and dynamic optimization is used to develop a simplified model for optimization of a batch328

distillation column. This methodology uses experimental data to solve for model fitting parameters and vali-329

dates the results with nonlinear confidence intervals. This allows the models to include system non-idealities330

and be applicable for real-time analysis. This is accomplished using dynamic data with `1-norm error min-331

imization. A dynamic sensitivity analysis reduces batch experimental data requirements by determining332

a priori which parameters can be estimated. Nonlinear statistics are applied to quantify a posteriori the333

accuracy of those same parameters. The results from the simplified model also agree with a first-principles334

model but the simplified model solves 5-10 times faster than a first-principles model. While the methodology335

is not novel, the application to this specific case study with experimental data is demonstrated for the first336

time with insight into practical implications of working with real data.337

The case study involves optimizing the control scheme for an existing batch column. A 38 tray, 2 inch,338

vacuum-jacketed and silvered Oldershaw batch distillation column was used to collect experimental data.339

One experiment was performed to collect data for model validation and another experiment was performed to340

validate the optimized control scheme. The optimized control scheme resulted in a 14% production increase341

over the base case while still meeting the purity requirements. The model predictions for the optimized run342

are within 10% of the experimental data.343

20



Appendix A. Batch Distillation Model344

The binary batch distillation column is represented by 42 constants, 252 variables, 595 explicit equations345

(intermediates), and 241 implicit differential and algebraic equations (DAEs). The equations are discretized346

over the startup (30 minutes) and measurement time horizon (60 minutes) with added objective to produce347

a final nonlinear programming problem with 11,972 equations and 11,976 variables (for the `1-norm). The348

following model in Listing 1 is expressed in the APMonitor Modeling Language. The software is freely avail-349

able at APMonitor.com as a Matlab, Python, or Julia package for dynamic simulation and optimization.350

This particular set of files can be accessed from the following GitHub archive [69].351

Listing 1: Binary Distillation Column Model in APMonitor Modeling Language
352
1 % Binary Batch D i s t i l l a t i o n Column353

2 % Component 1 = methanol354

3 % Component 2 = ethanol355

4 C o n s t a n t s356

5 n = 40 % stage s357

6 x 0 = 0.59 % i n i t i a l composit ion358

7 % Constants f o r heat o f vapor i za t i on359

8 A _ m = 3.2615 e 7360

9 B _ m = −1.0407361

10 C _ m = 1.8695362

11 D _ m = −0.60801363

12 A _ e = 6.5831 e 7364

13 B _ e = 1.1905365

14 C _ e = −1.7666366

15 D _ e = 1.0012367

16 % C r i t i c a l temperatures (K)368

17 T c _ m = 512.5369

18 T c _ e = 514370

19 % Density c o e f f i c i e n t s371

20 r h o _ m _ 1 = 2.3267372

21 r h o _ m _ 2 = 0.27073373

22 r h o _ m _ 3 = 512.05374

23 r h o _ m _ 4 = 0.24713375

24 r h o _ e _ 1 = 1.6288376

25 r h o _ e _ 2 = 0.27469377

26 r h o _ e _ 3 = 514378

27 r h o _ e _ 4 = 0.23178379

28 % Heat capac i ty c o e f f i c i e n t s380

29 c p _ m _ l i q _ 1 = 2.5604 E 5381

30 c p _ m _ l i q _ 2 = −2.7414 E 3382

31 c p _ m _ l i q _ 3 = 1.4777 E 1383

32 c p _ m _ l i q _ 4 = −3.5078 E−2384

33 c p _ m _ l i q _ 5 = 3.2719 E−5385

34 c p _ e _ l i q _ 1 = 1.0264 E 5386

35 c p _ e _ l i q _ 2 = −1.3963 E 2387

36 c p _ e _ l i q _ 3 = −3.0341 E−2388

37 c p _ e _ l i q _ 4 = 2.0386 E−3389

38 c p _ e _ l i q _ 5 = 0390

39 % Standard heats o f formation ( J/kmol )391

40 h _ f o r m _ s t d _ m = −2.391 E 8392

41 h _ f o r m _ s t d _ e = −2.7698 E 8393

42 % Vapor pre s su r e c o e f f i c i e n t s394

43 v p m [ 1 ] = 82.718395

44 v p m [ 2 ] = −6904.5396

45 v p m [ 3 ] = −8.8622397

46 v p m [ 4 ] = 7.4664 E−06398

47 v p m [ 5 ] = 2399

48 v p e [ 1 ] = 73.304400

49 v p e [ 2 ] = −7122.3401

50 v p e [ 3 ] = −7.1424402
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51 v p e [ 4 ] = 2.8853 E−06403

52 v p e [ 5 ] = 2404

53 E n d C o n s t a n t s405

54406

55 P a r a m e t e r s407

56 r r = 3.5 % r e f l u x r a t i o408

57 h f = 0.8 % f r a c t i o n a l heat l o s s f r a c t i o n409

58 v f = 0.45 % tray e f f i c i e n c y410

59 t r a y _ h o l = 0.07 % tray holdup411

60 c o n d e n s e r _ h o l = 0.144 % condenser holdup412

61 h e a t _ r a t e = 36000 , > 0 % 36000 J/min = 600 W413

62 gamma = 1.0 % a c t i v i t y c o e f f i c i e n t414

63415

64 V a r i a b l e s416

65 x [ 1 : n ] = x 0 , >= 0 , <= 1417

66 y [ 2 : n ] = x 0 , >= 0 , <= 1418

67 L [ 1 : n −1] = 0.36 , > 0 % mol/min419

68 V [ 2 : n ] = 0.72 , > 0 % mol/min420

69 D = 0.36 , > 0 % mol/min421

70 b o i l _ h o l = 28 , >0 % mol422

71 Q _ c o n d = 0423

72 n p = 0 , >= 0 % mol424

73 x p = 0.99 , >= 0 , <= 1425

74 T [ 1 : n ] = 320 % tray temperature426

75 y s t a r [ 2 : n ] = x 0 % th e o r e t i c a l vapor composit ion427

76428

77 I n t e r m e d i a t e s429

78 % tray p r e s su r e s430

79 P [ 1 ] = 101325 ∗ 0 .86 % l o c a l atmospheric p re s su re431

80 P [ 2 : n ] = P [ 1 : n −1] + 101325/760 % pre s su re drop432

81 % pure component and mixture vapor pre s su re (Pa)433

82 v p 1 [ 1 : n ] = exp ( v p m [1 ]+ v p m [ 2 ] / T [ 1 : n ]+ v p m [ 3 ] ∗ L O G ( T [ 1 : n ] )+v p m [ 4 ] ∗ ( T [ 1 : n ] ˆ v p m [ 5 ] ) )434

83 v p 2 [ 1 : n ] = exp ( v p e [1 ]+ v p e [ 2 ] / T [ 1 : n ]+ v p e [ 3 ] ∗ L O G ( T [ 1 : n ] )+v p e [ 4 ] ∗ ( T [ 1 : n ] ˆ v p e [ 5 ] ) )435

84 v p [ 1 : n ] = x [ 1 : n ] ∗ v p 1 [ 1 : n ] + (1− x [ 1 : n ] ) ∗ v p 2 [ 1 : n ]436

85 % pure component and mixutre dens i ty ( kmol/m3 or mol/L)437

86 r h o _ m e t h [ 1 : n −1] = r h o _ m _ 1 / ( r h o _ m _ 2 ˆ(1+(1− T [ 1 : n −1]/ r h o _ m _ 3 ) ˆ r h o _ m _ 4 ) )438

87 r h o _ e t h a [ 1 : n −1] = r h o _ e _ 1 / ( r h o _ e _ 2 ˆ(1+(1− T [ 1 : n −1]/ r h o _ e _ 3 ) ˆ r h o _ e _ 4 ) )439

88 r h o _ m i x [ 1 : n −1] = r h o _ m e t h [ 1 : n −1] ∗ x [ 1 : n −1] + r h o _ e t h a [ 1 : n −1] ∗ (1− x [ 1 : n −1])440

89 % pure component heat o f vapor i za t i on ( J/mol )441

90 H v a p _ m [ 1 : n ] = A _ m ∗(1− T [ 1 : n ] / T c _ m ) ˆ( B _ m+C _ m ∗( T [ 1 : n ] / T c _ m )+D _ m ∗( T [ 1 : n ] / T c _ m ) ˆ2) /1000442

91 H v a p _ e [ 1 : n ] = A _ e ∗(1− T [ 1 : n ] / T c _ e ) ˆ( B _ e+C _ e ∗( T [ 1 : n ] / T c _ e )+D _ e ∗( T [ 1 : n ] / T c _ e ) ˆ2) /1000443

92 % pure component l i q u i d en tha lp i e s ( J/mol )444

93 h _ l i q _ m [ 1 : n ] = ( c p _ m _ l i q _ 1 ∗ ( T [ 1 : n ] ) + c p _ m _ l i q _ 2 ∗ ( T [ 1 : n ] ) ˆ2/2 + &445

94 c p _ m _ l i q _ 3 ∗ ( T [ 1 : n ] ) ˆ3/3 + c p _ m _ l i q _ 4 ∗ ( T [ 1 : n ] ) ˆ4/4 + &446

95 c p _ m _ l i q _ 5 ∗ ( T [ 1 : n ] ) ˆ5/5) /1000447

96 h _ l i q _ e [ 1 : n ] = ( c p _ e _ l i q _ 1 ∗ ( T [ 1 : n ] ) + c p _ e _ l i q _ 2 ∗ ( T [ 1 : n ] ) ˆ2/2 + &448

97 c p _ e _ l i q _ 3 ∗ ( T [ 1 : n ] ) ˆ3/3 + c p _ e _ l i q _ 4 ∗ ( T [ 1 : n ] ) ˆ4/4 + &449

98 c p _ e _ l i q _ 5 ∗ ( T [ 1 : n ] ) ˆ5/5) /1000450

99 % pure component vapor en tha lp i e s ( J/mol )451

100 h _ g a s _ m [ 2 : n ] = h _ l i q _ m [ 2 : n ] + H v a p _ m [ 2 : n ]452

101 h _ g a s _ e [ 1 : n ] = h _ l i q _ e [ 1 : n ] + H v a p _ e [ 1 : n ]453

102 % tray vapor and l i q u i d en tha lp i e s ( J/mol )454

103 h _ g a s [ 2 : n ] = y [ 2 : n ] ∗ h _ g a s _ m [ 2 : n ] + (1− y [ 2 : n ] ) ∗ h _ g a s _ e [ 2 : n ]455

104 h _ l i q [ 1 : n ] = x [ 1 : n ] ∗ h _ l i q _ m [ 1 : n ] + (1− x [ 1 : n ] ) ∗ h _ l i q _ e [ 1 : n ]456

105457

106 E q u a t i o n s458

107 % tray bubble point temperature459

108 P [ 1 : n ] = v p [ 1 : n ]460

109 % vapor l i q u i d equ i l i b r ium461

110 y s t a r [ 2 : n ] ∗ P [ 2 : n ] = gamma ∗ x [ 2 : n ] ∗ v p 1 [ 2 : n ]462

111 % non−i d e a l s epara t i on with tray e f f i c i e n c y463

112 y [ n ] = y s t a r [ n ]464

113 y [ 2 : n −1] = y [ 3 : n ]− v f ∗( y [ 3 : n ]− y s t a r [ 2 : n −1])465

114 % r e f l u x r a t i o = L/D466

115 L [ 1 ] = r r ∗ D467

116 % Condenser mole balance ( methanol )468

117 c o n d e n s e r _ h o l ∗ x [ 1 ] = − ( L [1 ]+ D ) ∗ x [ 1 ] + V [ 2 ] ∗ y [ 2 ]469

118 % Tray mole balance (methanol )470

119 t r a y _ h o l ∗ $x [ 2 : n −1] = L [ 1 : n −2] ∗ x [ 1 : n −2] − ( L [ 2 : n −1]) ∗ x [ 2 : n −1] &471

120 − V [ 2 : n −1] ∗ y [ 2 : n −1] + y [ 3 : n ] ∗ V [ 3 : n ]472

121 % Rebo i l e r mole balance (methanol )473

122 b o i l _ h o l ∗ $x [ n ] + $ b o i l _ h o l ∗ x [ n ] = L [ n −1] ∗ x [ n −1] − V [ n ] ∗ y [ n ]474
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123 % Overa l l condenser mole balance475

124 V [ 2 ] = D ∗ ( r r+1)476

125 % Overa l l t ray mole balance477

126 0 = V [ 3 : n ] + L [ 1 : n −2] − V [ 2 : n −1] − L [ 2 : n −1]478

127 % Energy balance ( no dynamics )479

128 0 = ( V [ 2 ] ∗ ( h _ g a s [ 2 ] − h _ l i q [ 1 ] ) − Q _ c o n d )480

129 0 = V [ 3 : n ] ∗ ( h _ g a s [ 3 : n ] − h _ l i q [ 2 : n −1]) − V [ 2 : n −1] ∗ ( h _ g a s [ 2 : n −1] − h _ l i q [ 2 : n −1]) &481

130 − L [ 1 : n −2] ∗ ( h _ l i q [ 1 : n −2] − h _ l i q [ 2 : n −1])482

131 0 = h e a t _ r a t e ∗ h f − V [ n ] ∗ ( h _ g a s [ n ]− h _ l i q [ n ] ) − L [ n −1] ∗ ( h _ l i q [ n−1]− h _ l i q [ n ] )483

132 % Production ra te equat ions484

133 $ b o i l _ h o l = −D485

134 $ n p = D486

135 x p ∗ $ n p + n p ∗ $ x p = x [ 1 ] ∗ D487
488

The following Python script shown in Listing 2 is the list of commands necessary to reproduce the489

dynamic batch distillation case presented in this paper. The parameter estimation uses two external files490

including the model file (distill.apm) and a data file (data.csv) that are also shown in this Appendix.491

Listing 2: Python Dynamic Estimation
492
1 f r o m a p m i m p o r t ∗493

2 s = ' http :// byu . apmonitor . com '494

3 a = ' d i s t i l l l 1 n o rm '495

4 a p m ( s , a , ' c l e a r a l l ' )496

5 a p m _ l o a d ( s , a , ' d i s t i l l . apm ' )497

6 c s v _ l o a d ( s , a , ' data . csv ' )498

7 a p m _ o p t i o n ( s , a , ' nlc . imode ' , 5 )499

8 a p m _ o p t i o n ( s , a , ' nlc . max iter ' ,100)500

9 a p m _ o p t i o n ( s , a , ' nlc . nodes ' , 2 )501

10 a p m _ o p t i o n ( s , a , ' nlc . t im e s h i f t ' , 0 )502

11 a p m _ o p t i o n ( s , a , ' nlc . ev type ' , 1 )503

12 a p m _ i n f o ( s , a , 'FV ' , ' hf ' )504

13 a p m _ i n f o ( s , a , 'FV ' , ' vf ' )505

14 a p m _ i n f o ( s , a , 'FV ' , ' t r ay ho l ' )506

15 a p m _ i n f o ( s , a , 'FV ' , ' condenser ho l ' )507

16 a p m _ i n f o ( s , a , 'CV ' , 'x [ 1 ] ' )508

17 a p m _ i n f o ( s , a , 'CV ' , 'np ' )509

18 o u t p u t = a p m ( s , a , ' s o l v e ' )510

19 pr in t ( o u t p u t )511

20 a p m _ o p t i o n ( s , a , ' hf . s t a tu s ' , 1 )512

21 a p m _ o p t i o n ( s , a , ' vf . s t a tu s ' , 1 )513

22 a p m _ o p t i o n ( s , a , ' t r ay ho l . s t a tu s ' , 1 )514

23 a p m _ o p t i o n ( s , a , ' condenser ho l . s t a tu s ' , 1 )515

24 a p m _ o p t i o n ( s , a , 'x [ 1 ] . f s t a t u s ' , 1 )516

25 a p m _ o p t i o n ( s , a , 'np . f s t a t u s ' , 1 )517

26 a p m _ o p t i o n ( s , a , 'x [ 1 ] . wsphi ' ,10000)518

27 a p m _ o p t i o n ( s , a , 'x [ 1 ] . wsplo ' ,10000)519

28 a p m _ o p t i o n ( s , a , 'np . wsphi ' ,10)520

29 a p m _ o p t i o n ( s , a , 'np . wsplo ' ,10)521

30 a p m _ o p t i o n ( s , a , 'x [ 1 ] . meas gap ' ,1 e−4)522

31 a p m _ o p t i o n ( s , a , 'np . meas gap ' , 0 . 0 1 )523

32 a p m _ o p t i o n ( s , a , ' hf . lower ' , 0 . 001 ) ;524

33 a p m _ o p t i o n ( s , a , ' hf . upper ' , 1 . 0 ) ;525

34 a p m _ o p t i o n ( s , a , ' vf . lower ' , 0 . 001 ) ;526

35 a p m _ o p t i o n ( s , a , ' vf . upper ' , 0 . 6 ) ;527

36 a p m _ o p t i o n ( s , a , ' t r ay ho l . lower ' , 0 . 01 ) ;528

37 a p m _ o p t i o n ( s , a , ' t r ay ho l . upper ' , 0 . 1 ) ;529

38 a p m _ o p t i o n ( s , a , ' condenser ho l . lower ' , 0 . 1 )530

39 a p m _ o p t i o n ( s , a , ' condenser ho l . upper ' , 0 . 5 )531

40 o u t p u t = a p m ( s , a , ' s o l v e ' )532

41 pr in t ( o u t p u t )533

42 y = a p m _ s o l ( s , a )534

43 pr in t ( ' hf : ' + s t r ( y [ ' hf ' ] [ −1 ] ) )535

44 pr in t ( ' vf : ' + s t r ( y [ ' vf ' ] [ −1 ] ) )536

45 pr in t ( ' t r ay ho l : ' + s t r ( y [ ' t r ay ho l ' ] [ −1 ] ) )537

46 pr in t ( ' cond hol : ' + s t r ( y [ ' condenser ho l ' ] [ −1 ] ) )538
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47 pr in t ( 'np : ' + s t r ( y [ 'np ' ] [ −1 ] ) )539

48 pr in t ( 'xp : ' + s t r ( y [ 'xp ' ] [ −1 ] ) )540

49541

50 i m p o r t m a t p l o t l i b . p y p l o t a s p l t542

51 i m p o r t p a n d a s a s p d543

52 d a t a _ f i l e = p d . r e a d _ c s v ( ' da t a f o r p l o t t i n g . csv ' )544

53545

54 p l t . f i g u r e (1)546

55 p l t . subplot (3 ,1 , 1 )547

56 p l t . p l o t ( y [ ' time ' ] , y [ 'np ' ] , 'bx− ' , l i n e w i d t h =2.0)548

57 p l t . p l o t ( d a t a _ f i l e [ ' time ' ] , d a t a _ f i l e [ 'np ' ] , ' ro ' )549

58 p l t . l egend ( [ ' Predicted ' , 'Measured ' ] )550

59 p l t . y l abe l ( ' Moles ' )551

60552

61 a x = p l t . subplot (3 , 1 , 2 )553

62 p l t . p l o t ( y [ ' time ' ] , y [ 'x [ 1 ] ' ] , 'bx− ' , l i n e w i d t h =2.0)554

63 p l t . p l o t ( d a t a _ f i l e [ ' time ' ] , d a t a _ f i l e [ 'x [ 1 ] ' ] , ' ro ' )555

64 p l t . p l o t ( y [ ' time ' ] , y [ 'xp ' ] , 'k : ' , l i n e w i d t h =2.0)556

65 p l t . l egend ( [ ' Predicted ' , 'Measured ' , ' Cumulative ' ] )557

66 p l t . y l abe l ( ' Composition ' )558

67 a x . s e t _ y l i m ( [ 0 . 6 , 1 . 0 5 ] )559

68560

69 p l t . subplot (3 ,1 , 3 )561

70 p l t . p l o t ( y [ ' time ' ] , y [ 'x [ 1 ] ' ] , 'bx− ' , l i n e w i d t h =2.0)562

71 p l t . p l o t ( y [ ' time ' ] , y [ 'x [ 2 ] ' ] , 'k : ' , l i n e w i d t h =2.0)563

72 p l t . p l o t ( y [ ' time ' ] , y [ 'x [ 5 ] ' ] , ' r−− ' , l i n e w i d t h =2.0)564

73 p l t . p l o t ( y [ ' time ' ] , y [ 'x [ 1 0 ] ' ] , 'm.− ' , l i n e w i d t h =2.0)565

74 p l t . p l o t ( y [ ' time ' ] , y [ 'x [ 2 0 ] ' ] , 'y− ' , l i n e w i d t h =2.0)566

75 p l t . p l o t ( y [ ' time ' ] , y [ 'x [ 3 0 ] ' ] , 'g−. ' , l i n e w i d t h =2.0)567

76 p l t . p l o t ( y [ ' time ' ] , y [ 'x [ 4 0 ] ' ] , 'k− ' , l i n e w i d t h =2.0)568

77 p l t . l egend ( [ ' x1 ' , ' x2 ' , ' x5 ' , ' x10 ' , ' x20 ' , ' x30 ' , ' x40 ' ] )569

78 p l t . y l abe l ( ' Composition ' )570

79571

80 p l t . s a v e f i g ( ' r e s u l t s l 1 . png ' )572

81 p l t . s h o w ( )573
574

The data file includes time, reflux ratio, the instantaneous product composition, and the total product575

moles. The data file includes the first 30 minutes with nearly infinite reflux when the batch column approaches576

a steady state. At 30 minutes, the reflux ratio is changed to collect dynamic data at regular intervals as577

shown in Table A.4.578

Figure A.12 shows the results of the `1-norm parameter estimation that are computed with the Python579

script in Listing 2. The first subplot shows the predicted and measured total moles. Note that the data580

collection starts after 30 minutes when the column is initially brought to steady state. The second and third581

subplots show the tray and product compositions. Over the first 30 minutes, there is insignificant total582

production. The product composition is below the 99% target but quickly reaches the desired purity once583

the reflux ratio is changed to allow production. Some of the individual tray compositions are shown in the584

final subplot. However, these compositions are not measured directly, only predicted from the model fit to585

the produced moles and product composition measurements.586
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